omitting the forms and pointing to the first of these two triples. For Variation 2, only the form itself need to be stored.

Denote by \( v \) the number of memory accesses required for locating one item in a hash table using a specific hash function. This includes the additional accesses required for resolving hash collisions by methods such as chaining or double hashing. Then the number of memory accesses for retrieving \( w \) is \( t = (2|w| + 1)v \) for Variation 1, \( (|w| + 1)v \) for Variation 2, \( 3|w|v \) for Variation 3, and \( 4|w|v \) for Variation 4. The hash dictionary can be stored in an almost full hash table with a good average and worst case \( v \) by using a method such as that proposed by Schmidt and Shamir [6]. Since the same operators are calculated for every word, assembly language routines or even microcoding of them can be prepared, thereby reducing the CPU cost. On the other hand, more “collisions” than in normal hashing can be expected: whenever two distinct dictionary words are transformed into the same string by our operators, both of them are stored, since they are induced by different dictionary words. The problem of locating them is of course taken care of automatically by the collision handling mechanism associated with the hash function, but the number of collisions increases. We have not investigated this effect; instead we wish to thank the referee for pointing out the desirability of doing so.

The RED method can also be extended to detect other types of errors, which are not single errors but occur frequently in optical character recognition, such as changing one character into two other characters (horizontal splitting); changing two characters into one other character (concatenation); changing two characters into two other characters (crowding). (The terms are from [5].) This can be achieved, for example, by storing \( D^i(x) (1 \leq i \leq |x| - 1) \) in the hash table for every significant word \( x \).
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The choice of keywords in the design of programming languages is compared to the formation of neologisms, or new words, in natural languages. Examination of keywords in high-level programming languages shows that they are formed using mechanisms analogous to those observed in English. The use of mirror words as closing keywords is a conspicuous exception.

CR Categories and Subject Descriptors: D.3.3. [Programming Languages]: Language Constructs—control structures

General Terms: Design, Human Factors, Languages

Additional Key Words and Phrases: keywords, natural language, neologisms

Introduction

High-level programming languages are not natural languages. They are artificial languages created in order to convey a sequence of instructions to a machine. They are written, not spoken. They have a well-defined and compact syntax. Their vocabularies are restricted.

Yet the designers and users of such programming languages learn and use natural languages all of their lives. It would be surprising if this experience with natural languages did not carry over into the use of programming languages in many ways [3]. For example, the choice of keywords by language designers is similar to neologism formation in English.

English Neologisms

A natural language such as English is not static. Changes occur in pronunciation, grammar, and vocab-
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New words are introduced, old words fall into disuse, the meanings of words change, pronunciation shifts, and grammatical changes occur. If there is a written version of the language, that also changes. The process of language change has been extensively studied by linguists. Overviews may be found in many linguistics books, including Samuels [5] and Sturtevant [6].

It seems reasonable that examining the mechanisms of change in natural languages can provide insights into the design and use of programming languages. Consider the example of English neologisms. A neologism is a new word; it may be either a newly created word or an existing word whose meaning has changed. The formation of English neologisms shows parallels to similar processes related to programming languages, the choice of keywords by the designer, and the choice of identifiers by the programmer.

Neologisms in English are rarely created out of thin air. They have roots in preexisting languages and are often very closely related to existing words. There are several common mechanisms by which new words or new versions of old words are formed. Such words are usually borrowed from other languages, formed in some way from preexisting words, or changed in form. On rare occasions a word may be made up with no obvious relation to preexisting words. The classification of neologism formation given here follows that of Samuels [5].

Words that are taken from other languages are loan words; they may be changed somewhat to fit the patterns of the new language. English has a large number of such loan words. The use of English words as programming language keywords may be viewed as parallel to such borrowings in natural languages.

Samuels classifies the main mechanisms by which words are formed from preexisting language elements. Compound words may be formed by concatenating two or more other words, as in “blackbird.” Phrases, such as “give up,” may acquire a meaning beyond that of the separate words. Words may be formed from combinations of Greek and Latin roots, e.g., “photograph.” Acronyms such as “radar” may be formed from initial letters. Blends result from combining parts of other words, for example, “smog” from “smoke” and “fog.” Suffixes and prefixes may be used. Phonaesthemes, phonemes that have a traditional association of meanings, may be used in creating new words. For example, “gr” can carry an unpleasant connotation, as in “grim,” “greedy,” “gruesome,” “grumble,” and “gross.”

Some of these processes have parallels in programming languages. Compounds are frequently used for keywords and identifiers. Keywords made up of parts of existing words can be regarded as blends intermediate between compounds and acronyms. Suffixes, prefixes, and acronyms are occasionally used. Classical roots and phonaesthemes are rarely, if ever, used.

Another way in which a “new” word can arise is through a change in meaning of an old word. For example, “silly” at one time meant “blessed.” English words which are used in programming languages are often changed somewhat in meaning. A word may also change form to such an extent that it may be regarded as a different word. Many such changes are purely phonetic and are not considered here. One of the more common changes reflected in a written language is that of shortening or abbreviating a long word so that it is easier to handle, for example, “phone” may be used instead of “telephone.” Keyword abbreviation is quite common in programming language, for example, “var” is used in Pascal instead of “variable.”

Closing Keywords

An important class of keywords that have been formed by a mechanism not normally used in English is the mirror words that are used as closing keywords in some languages. There have been regular, although far from universal, negative reactions to such words. Since these keywords do not relate to English in a conventional way, these negative reactions are understandable.

Three such mirror words, “fi,” “od,” and “esac,” were introduced in Algol 68 [7]. They are used to terminate the scope of the associated keyword. For example, “fi” terminates the scope of an “if.” The reasons for introducing such keywords are commendable. The use of these keywords avoids potential ambiguities by clearly indicating the end of a group of statements. The words used are shorter than the customarily suggested alternatives, such as “endcase.” These keywords and others formed in a similar manner have also been used in the design of other programming languages.

The formation of new words by spelling old ones backwards does not correspond to common English practice. The use of such a mechanism depends upon a written language, and English is primarily spoken. Similar situations may be found in some word games such as palindromes and Pig Latin, and in cryptography. Examples that are in common use are rare, however. One such example is the name of a brand of laxative; “serutan” is “natures” spelled backwards.

Reaction to these mirror words has been mixed. Their use in Algol has been generally accepted. The continuing proposal of new mirror words can only be taken as an endorsement. On the other hand, disgruntled grumblings can occasionally be detected. Knuth [1] and Richard and Ledgard [4] both express dissatisfaction.

Kovats [2] argues that the problem with these keywords is that users regard them as nonsense. “... readers react rather negatively to the occurrence in programs of words which appear to be nonsense; empirically, of course, abbreviations (like proc) and concatenations (like goto) do not seem to be regarded as nonsense and are therefore not automatically prescribed.” Kovats recommends that one criterion for selecting closing keywords is that they not “appear to be nonsensical”; this criterion
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could, of course, be generalized to apply to the selection of any keyword. He remarks that this criterion is highly subjective.

As can be seen from the previous discussion, there is a good reason why mirror words are seen as nonsense, and abbreviations and concatenations are not. Native speakers of English make heavy use of abbreviations and concatenations, both in speaking and writing. They very rarely use mirror words. Keywords like "proc" and "goto" have been formed using standard English language mechanisms; keywords like "od" have not. So the recommendation that such keywords be avoided is not, in fact, as subjective as it seems.
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